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Abstract
This paper probes into implicit language aptitude (LA), a set of cognitive abilities that showcase learners’ unconscious, automatic second language (L2) attainment. Implicit LA is becoming an important part of aptitude research, and advances the understanding of L2 learning mechanism. This paper critiques the construct of implicit LA and proposes that implicit learning ability and implicit memory ability are two key components of implicit LA. We then explore the measurements of implicit LA. We raise a number of caveats derived from the validation of these measurements, and discuss how to circumvent these issues. One apparent reason for these caveats is the lack of empirical research that focuses exclusively on implicit LA, and thus, aptitude researchers are encouraged not only to include implicit LA measurements in their test batteries, but also to address the connection between the construct and its measurements.
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Introduction
Exploring factors that contribute to the success of second language (L2) learning has become a key issue in the realm of Second Language Acquisition (SLA). Factors endowed with some degree of predictive power, include LA, motivation (Kim & Kim, 2021) and language anxiety.

(MacIntyre & Wang, 2022), are thus attract researchers’ attention. Among these factors labeled as individual differences (IDs), LA has been proven to be the most predictive variable for L2 achievement (Li, 2016; Li, 2021; Wen et al., 2019). This variable can be perceived as one’s language learning talents (Carroll, 1990), by which one can learn foreign languages faster and easier (Li & Luo, 2019). LA can be used to predict and explain L2 learners’ foreign language learning attainment given proper instruction (Wen et al., 2022), and can provide information to government agencies or institutes to select candidates that are qualified for high-demanding linguistic programs (Linck et al., 2013).

Serving as the cornerstone of LA research, the Carrollian four-factor aptitude construct (Carroll, 1962) has exerted a far-reaching influence on many contemporary LA tests since the 1960s. However, this construct has been proven to be more strongly correlated with explicit than implicit learning conditions (Li, 2017), which is manifested by various subtests in well-established LA batteries, including the Modern Language Aptitude Test (MLAT; for a detailed discussion, see Skehan, 2022). This limitation could be compensated by the inclusion of implicit LA, a set of cognitive abilities that manifest implicit L2 learning. Implicit LA is defined as “a cluster of cognitive abilities” (Li & DeKeyser, 2021) that entails unconscious processing of linguistic elements (Godfroid & Kim, 2021). It is worth noting that implicit learning is the ultimate goal of language learning (Zhang & Chen, 2020). If an L2 learner is detected to have a high level of implicit LA, s/he may encode, maintain, and retrieve (Squire, 1987) linguistic patterns more effortlessly (Granena, 2020), which undoubtedly saves time by allowing him/her to process L2 material automatically.

In this paper, though the focus is on the measurement, or “tools” of implicit LA, we start by examining this construct, which is fundamental in language testing (Luo et al., 2021; Messick, 1989). We first provide a detailed illustration of some representative measurements, particularly the Serial Reaction Time (SRT) task and the LLAMA_D, two widely used tasks in the implicit LA paradigm. Then, we address some caveats concerning the validation of implicit LA measurements and provide suggestions to alleviate potential problems.

The Construct of Implicit LA
Unlike traditional LA that exhibits a fixed construct involving phonetic coding, language analytic ability, and rote memory (Li, 2022), implicit LA is unstable in its nature (Li & DeKeyser, 2021). This might be attributed to the fact that research on implicit LA is just beginning and much of its rubric remains unknown (Li & Zhao, 2021). However, studies have shown that some attributes of implicit LA are known and provide a blueprint for further research. First, implicit LA, although not yet found to be a unitary construct, separates from its explicit counterpart (Li & Qian, 2021). That is, learners’ performance on the two LAs has been found to be uncorrelated (Li & Qian,
2021). Second, implicit LA can be found in adult language learners and remains static as one ages (Long, 2017; Ullman & Lovelett, 2018), challenging the traditional hypothesis that implicit leaning functions only in children’s language learning process (Bley-Vroman, 2009). Third, implicit LA might make a difference with a certain degree of predictive validity in naturalistic learning conditions, where the L2 is the primary language in the learners’ surroundings (Li & Qian, 2021, Suzuki & DeKeyser, 2017).

Based on the attributes of implicit LA, three tentative constructs are worth mentioning. The first construct proposed by Li and DeKeyser (2021) is comprised of three components: sensitivity to frequency and conditional probability, priming, and selective attention (Li & DeKeyser, 2021, p. 482). The first component alludes to one’s cognitive ability to learn patterns and regularities from omnipresent linguistic input. The second component, priming, is the ability to be tacitly influenced by recent events. The third component, selective attention, is the tendency that allows people to “pick up information that is behaviorally relevant and automatically ignore vast amounts of irrelevant information” (Jiang & Chun, 2001).

Although this three-component construct makes it easier for researchers to address the theme of implicit LA, it has two possible drawbacks. First, there seems to be a dissonance between components and corresponding measurements, which is also a universal problem in the current research agenda. That is to say, most promising measurements work on the sensitivity to frequency and conditional probability, including the SRT task, artificial grammar, and traditional measurements of procedural memory such as the Tower of London task (TOL; e.g., Kaller et al., 2016). For the latter two components, only the priming task (Li & Qian, 2021) firmly relates to the component of priming. There is no solid measurement for selective attention. Second, although selective attention is included in implicit LA theory, it is postulated as a prerequisite, rather than a component (Granena, 2020; Perruchet, 2008). Also, an enquiry of selective attention may bring challenges to measurement design, since it induces distractors that serve as “secondary tasks” (Li & DeKeyser, 2021, p. 486) inserted in implicit LA measurements. The test takers’ performance, therefore, would encounter a loss of accuracy (Shanks et al., 2005).

The second tentative construct proposed by Granena (2020) divides implicit LA into implicit inductive learning and implicit memory (p. 14). This construct is based on three stages of memory: encoding, maintenance, and retrieval (Squire, 1987). Implicit inductive learning ability is similar to the first component of Li & DeKeyser’s (2021) design, referring to learning patterns and regularities unconsciously. Inductive memory ability deals with the unconscious maintenance and retrieval of information, somewhat analogous to “procedural memory”, a long-term memory system which entails implicit processing of patterns (see also Buffington & Morgan-Short, 2019; Goldstein, 2011).

This approach might be relatively persuasive in the following two ways. First, the
arrangement echoes with Skehan’s (2019) proposal that links LA components to processing stages, and regards different components as parts of a unified whole (i.e., language acquisition, memory, etc.). This is a clear way for building a construct since it places various components on a continuum that is related to the L2 learning process. Second, this design has been supported by some empirical evidence (Granena, 2013a, 2019). Utilizing LLAMA, Granena (2013a) investigated the LA profiles of 186 adult foreign language learners with different L1 backgrounds. A set of exploratory principal component analyses (PCAs) was conducted and reported that LLAMA_B, E, and F loaded on the same factor, while LLAMA_D loaded on a different factor, which was named as “implicit LA”. This finding was further studied in Granena (2019), who investigated 135 college-level learners’ performance on LA and speaking proficiency. The predictor variable, LA, was measured by 8 cognitive tests from LLAMA and Hi-Lab; the criterion variable, speaking proficiency, was measured by an oral picture describing task in which complexity, accuracy, and fluency were taken into account. The findings revealed that the SRT and LLAMA_D loaded on two different factors. She then justified the names of the components “implicit learning” and “implicit memory” based on the properties of the two measurements. The SRT is a task for measuring automatic sequence learning (Kaufman et al., 2010; Nissen & Bullemer, 1987), and the LLAMA_D is a familiarity-based recognition task that sheds light on implicit memory (Wang & Yonelinas, 2012).

The third construct, proposed by Godfroid and Kim (2021), includes implicit learning, statistical learning, and procedural memory (p. 3). However, they amended the term “implicit LA” or “implicit aptitude” in accordance with statistical learning and introduced the term, “implicit-statistical aptitude”. The merit of this design is the linkage between implicit learning and statistical learning, the latter referring to the abilities to learn patterns and regularities from the environment (Christiansen, 2019). By situating implicit aptitude and statistical aptitude at the same level, this design extends the application of LA battery and involves measurements in statistical learning that originates from cognitive psychology (Christiansen, 2019), thus helps to advance the understanding of the L2 learning mechanism (see also Rebuschat & Monaghan, 2019). However, this design may create confusion in the following ways. First, it may contradict itself by viewing procedural memory as a “neural substrate” (Godfroid & Kim, 2021, p. 21) of implicit knowledge. That is to say, procedural memory seems to become a subordinate concept or functional unit of all implicit LA types, rather than a component. Second, the juxtaposition of implicit learning and statistical learning might be questioned because the two concepts overlap under the paradigm of implicit LA. By using the term “implicit LA”, statistical learning is often naturally warranted (Christiansen, 2019; Frost et al., 2019).

Despite the different classifications for the aforementioned constructs of implicit LA, they share some commonalities. First, they place emphasis on the automatic, unconscious input of
linguistic materials. Second, they confirm and situate implicit memory ability as an indispensable component of implicit LA by referring to the distinction between declarative and procedural memory (Buffinton & Morgan-Short, 2019; Ullman & Lovelett, 2018). Although Li and DeKeyser (2021) did not treat implicit memory ability as one component, they used priming instead, and priming can reflect implicit memory to some extent (Granena, 2020; Gupta & Cohen, 2002). Third, implicit LA pays attention to domain-general cognitive abilities, while traditional LA focuses on components that are more related to language learning itself (i.e., domain-specific abilities). Thus the advent of implicit LA calls for the integration between domain-general and domain-specific abilities, which has been hypothesized for a long period of time (Sparks et al., 2019). Hence, implicit LA can be roughly viewed as the combination of implicit learning (including statistical learning) and implicit memory (including procedural memory and priming), as well as the combination of domain-general and domain-specific cognitive abilities, which make this term consistent with Skehan’s (2022) expectations about the future development of LA study.

Possible Measurements of Implicit LA
Although the construct of implicit LA has yet to be confirmed, there are a number of studies that have proposed measurements (e.g., Godfroid & Kim, 2021; Granena, 2020; Granena & Yilmaz, 2019; Li, 2020; Li & Zhao, 2021). Note that these measurements may not significantly correlate with each other and thus cause difficulty in categorizing them (Siegelman & Frost, 2015). Meanwhile, these measurements can be used interchangeably (Granena, 2020). For instance, the Alternative SRT (ASRT) task could be used to measure both implicit learning (Faretta-Stutenberg & Morgen-Short, 2018) and implicit memory (Buffington et al., 2021). Hence, it is better now to traverse the major measurements of implicit LA before discussing whether it is necessary to make categorizations.

Artificial Grammar Learning. Proposed by Reber (1967), this task is a cornerstone in implicit learning (Guo, 2003), although it is rarely used in the current implicit learning paradigm. In this task (Reber, 1967, 1993), participants are required to memorize unpronounceable and meaningless letter strings that are randomly generated, and to tell whether the strings in the testing phase correspond to the underlying grammatical rule exhibited in the study phase. From the perspective of current claims in implicit LA, this measurement may not fully exhibit implicit learning ability (Kaufman et al., 2010). It seems like a deliberate and conscious process, rather than an implicit one, because the participant is told in advance the existence of the underlying grammar rules. But still, it may have some implications for associative learning and implicit knowledge (Pothos, 2007).

SRT. SRT is a nonverbal task that measures participants’ sequence learning ability (Granena,
For its emphasis on the unconscious learning of patterns and regularities, this task is introduced as a robust measurement of implicit LA (Hamrick, 2015; Kaufman et al., 2010; Suzuki & DeKeyser, 2015; Walker et al., 2020). In the SRT task, participants respond (e.g., press a key) as quickly as possible to one of the four positions activated on the screen, with the stimuli being shining dots, smiling faces, or something else. The occurrence of stimuli follows either a regular sequence (accounting for 85% of all the stimuli, for example) or a control sequence (accounting for the remaining 15%). This task is scored by measuring the difference between the time lag of participants’ mean reaction time (RT) for the regular and control sequence (\(RT_{\text{control}} - RT_{\text{regular}}\)). A larger value indicates a better sequence learning ability, which is considered as an implicit learning ability (Li & Qian, 2021). In terms of stimuli-presentation modes, SRT has deterministic, probabilistic and alternating versions. In a deterministic SRT task, all except for the last one (or the penultimate) are regular sequences. For instance, there are six sequences in total, with sequence 1-5 being the mere repetition of “1-3-2-4-...” and sequence 6 being “2-3-1-4-...”. Participants’ performance is measured by \(RT_{6} - RT_{5}\). In a probabilistic SRT task, the control sequence is evenly scattered and placed in a random order that mingle with the regular sequence, following a second-order condition (Kaufman et al., 2010; Li & Qian, 2021), which means that for both regular sequence and control sequence, participants can never predict what comes next depending on the prior position only. Rather, the position of every stimulus is determined by two previous stimuli. For instance, if the first stimulus appears in the position 1, then the participant can never judge what comes next, but if the participant gets two consecutive positions like “2-1”, the next position is determined as 4. It would take at least 12 digits (Kaufman et al., 2010) to shape this sequence rather than 4 digits in the case of first-order condition, which considerably enhances the complicity and implicitness. By and large this arrangement would prevent participants from conscious learning which invokes explicit LA (Suzuki & DeKeyser, 2015). In an ASRT task, the control sequence is interspersed between the regular sequence, and generated in an utterly random manner (Howard & Howard, 1997; Tagarelli et al., 2016), which makes the pattern become something like “3-r-1-r-2-r-4-r-3-r-1-r-...” (r means a random position). Like probabilistic SRT, ASRT also makes it harder for test takers to consciously detect regularities.

**Priming.** Priming is defined as the learners’ tendency to reapply a linguistic structure “due to a previous encounter with the structure” (Li & Qian, 2021, p. 1). There are two main types of priming: semantic priming and syntactic priming. An influential measure of semantic priming derives from the High-Level Language Aptitude Battery (Hi-Lab; Linck et al., 2013), where participants are required to detect synonymous words based on the pair of prime and target. In the prime phase, participants look at two words and another five words. One of the former two words is synonymous with three words in the latter five, while the other is synonymous with the
remaining two words. Participants then judge as quickly as possible which word of the two has more synonyms. In the target phase, participants are only shown a pair of words and asked to decide whether they have similar meanings. This pair can consist of words appearing in the primed phase or new words. In syntactic priming, participants also undergo a prime and a target phase. In the prime, they are asked to listen to a sentence with a certain linguistic structure, and to repeat the sentence. In the target, they are presented with a picture and describe the picture with their own words. Successful priming would be induced if sentences they say in the target phase share the same structure as the sentences presented in the prime phase. No matter what kind of priming task is used, it is typically implicit-biased (Doughty, 2019; Li & Qian, 2021) in that a) participants are unaware of what they are going to learn (especially syntactic priming, where they are told beforehand that the whole activity is a memory task), and b) they may not find any feasible strategy during the process of learning because it is rather time-limited.

LLAMA_D. LLAMA_D (Meara, 2005) is an auditory recognition task comprising a learning phase and a testing phase. Participants initially learn the novel language by listening to ten sounds in an artificial language, then the testing phase plays sounds and asks participants to judge whether these sounds appeared in the learning phase. To some extent, the task does involve implicit processing not only because the sounds are unfamiliar to all the participants, but also because of the unconscious exposure (Granena, 2019) the task provides in its learning phase. A similarity that LLAMA_D shares with syntactic priming is that they both involve auditory input and thus can predict participants’ L2 learning skills. However, LLAMA_D is somewhat problematic for two reasons. First, in terms of test administration, the traditional LLAMA_D induces explicit processing (Suzuki, 2021) by letting participants know that they will hear sounds that do not occur in the learning phase. This pretest instruction makes them alert and pay full attention to the new sounds, leading to the explicit retrieval of acquired information. Second, in spite of Granena’s (2019) evidence, LLAMA_D is, in its essence, still unstable concerning its preference of explicit/implicit processing. Suzuki (2021) reexamined the construct validity of LLAMA_D and stated that it involves both declarative-explicit memory and proceduralization, that is, the ability to shift from the declarative memory to the procedural memory (Skehan, 2019; Ullman, 2015). In sum, LLAMA_D, albeit being a putative measurement of implicit LA, may turn out to be an indicator of explicit LA, or both, or neither.

Therefore, LLAMA_D will need some modifications in order to measure implicit LA to the utmost extent. First, before the test begins, participants are only told to listen to the sounds in the learning phase carefully, without being aware that some new sounds will appear in the testing phase (Saito, 2017). Second, participants are allowed to adjust the volume of the recording before the test (Suzuki, 2021). By doing so they can feel less anxious and their attention can be diverted, causing the readiness for implicit learning. Third, confidence ratings can be applied to
the test phase. As soon as participants make a judgement in the testing phase, they have to evaluate their answer by choosing “confident/not confident”. This step can not only detract the participants from possible conscious learning, but also make test administrator know whether or not implicit learning is dominant, in which case the confidence rating is not correlated with the accuracy (Scott & Dienes, 2010). Suzuki (2021) added confidence ratings in his modified LLAMA_D, and found a positive correlation between confidence ratings and accuracy. However, regarding the low reliability of this version ($r = .20$), there is a need to further refine the LLAMA_D and reapply the confidence check. Fourth, main RT is recorded for each correct answer and viewed as another factor that causes implicit learning. RT, reflecting proceduralization (Skehan, 2019), is a frequently used way to measure implicit learning (Nissen & Bullemer, 1987). Fifth, LLAMA_D can have additional test items to compensate for its lack of internal consistency reliability (Bachman, 2004). In the traditional version as well as Suzuki’s (2021) modified version, there are 30 items in the testing phase, which could be extended to some degree (e.g., 40 items in LLAMA v3, see Rogers et al., 2022).

**Other measurements.** There are some other implicit LA measures, such as Weather Prediction (Faretta-Stutenberg & Morgan-Short, 2018; Knowlton et al., 1996; Morgan-Short et al., 2014; Pili-Moss et al., 2019), TOL (Kaller et al., 2016; Shallice, 1982), and Sugar Production (Ullman & Lovelett, 2018), which can be integrated into a broader type termed as “process control” (Li & Zhao, 2021) that measures learners’ procedural memory (Buffington & Morgan-Short, 2019; Faretta-Stutenberg & Morgan-Short, 2018). In the paradigm of statistical learning, there are the Visual Statistical Learning Task (VSL; Glicksohn & Cohen, 2013) and Audio Statistical Learning Task (ASL; Siegelman et al., 2018). Similar to SRT, both measure learners’ ability to recognize patterns in an ostensible random setting. Meanwhile, both require the discernment between familiar and unfamiliar items, which is somewhat analogous to LLAMA_D (For a detailed description of VSL and ASL, see Godfroid & Kim, 2021). However, they failed to produce significant correlations with L2 attainment represented by grammar learning (Godförid & Kim, 2021).

**Caveats of Implicit LA Measurements**

The caveats of implicit LA measurements mainly lie in the difficulties with construct validation. It is clear that projects of language testing do not allow bypassing examination of their validity, which is the prerequisite for the test to gather satisfying evidence in sampling test takers’ performance and thus to convince stakeholders (Bachman & Damböck, 2018; Brown & Abeywickrama, 2010; Hughes et al., 1988; Messick, 1989). As do typical language tests, measurements of implicit LA must also comply with test validation procedures in order to assess L2 learners’ unconscious learning ability.
According to Li and Zhao (2021), the validation of implicit language measurements, or other measurements of IDs, should involve the following five types of evidence: a) reliability, b) content validity, c) convergent validity, d) divergent validity, and e) predictive validity (For descriptions, see Table 1). A catalogue of caveats concerning implicit LA can be accomplished by considering the information derived from each type.

First, Implicit LA tests are usually less reliable (see Table 2). That is to say, scores on these tests are more likely to be inconsistent (Granena, 2020). The lack of reliability might become an inherent drawback of implicit LA measurements because unconscious processing is much more difficult to measure than explicit learning capacities. To avoid explicit learning, a task should be performed rapidly (Epstein, 2008), with the examined being unaware of what is exactly going to be measured (e.g., Li & Qian, 2021), which contradicts the principles that are conducive to the reliability of a test (Ward et al., 2013; Woltz, 2003). One way to alleviate this problem is to adjust the threshold for implicit LA measurements since they are not anticipated to become as reliable as explicit LA measurements (e.g., .7 for explicit LA and .5 for implicit LA; see Yi, 2018; Robinson, 2002). However, this is just a compromise solution. Although the standard of reliability can be “tailored” (Li, 2022, p. 22) according to the properties of various LA measurements, the low reliability does undermine the interpretation of other types of evidence, and directly accounts for the divergence among neighbouring tasks that are supposedly related (Dang et al., 2020). Thus, The reliability of these tests should be improved as much as possible, and a common way to achieve this is to add test items (Bachman, 2004). For instance, the reliability of LLAMA_D would be improved by adding the length of exposure during the studying phase and the items (e.g., new sounds) during the testing phase (see Rogers et al., 2022; Suzuki, 2021).

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td>The consistency of test takers’ scores</td>
</tr>
<tr>
<td>Content validity</td>
<td>The relevance and representativeness for the target domain</td>
</tr>
<tr>
<td>Convergent validity</td>
<td>The relationship among the components within the observed test or paradigm</td>
</tr>
<tr>
<td>Divergent (Discriminant) validity</td>
<td>The relationship between the observed test and other tests that have different components</td>
</tr>
<tr>
<td>Predictive validity</td>
<td>The predictive power of the test towards the criterion variable (e.g., L2 proficiency)</td>
</tr>
</tbody>
</table>
Table 2

Major Studies Concerning Reliability of Implicit LA Measurements

<table>
<thead>
<tr>
<th>Empirical Study</th>
<th>Measurement</th>
<th>Reliability (Internal consistency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaufman et al. (2010)</td>
<td>Probabilistic SRT</td>
<td>(r) (split-half) = .44</td>
</tr>
<tr>
<td>Granena (2013b)</td>
<td>Probabilistic SRT</td>
<td>(r) (split-half) = .44</td>
</tr>
<tr>
<td>Li &amp; Qian (2021)</td>
<td>Probabilistic SRT</td>
<td>(\alpha &gt; .90)</td>
</tr>
<tr>
<td>Godfroid &amp; Kim (2021)</td>
<td>Alternating SRT</td>
<td>ICC = .96</td>
</tr>
<tr>
<td>Granena (2019)</td>
<td>Deterministic SRT</td>
<td>(r) (split-half) = .79</td>
</tr>
<tr>
<td>Granena (2013b)</td>
<td>LLAMA_D</td>
<td>(\alpha = .75)</td>
</tr>
<tr>
<td>Granena (2019)</td>
<td>LLAMA_D</td>
<td>(\alpha = .50)</td>
</tr>
<tr>
<td>Bokander &amp; Bylund (2020)</td>
<td>LLAMA_D</td>
<td>(\alpha = .54)</td>
</tr>
<tr>
<td>Suzuki (2021)</td>
<td>Modified LLAMA_D</td>
<td>(\alpha = .20)</td>
</tr>
<tr>
<td>Li &amp; Qian (2021)</td>
<td>Priming</td>
<td>(\alpha = .51)</td>
</tr>
</tbody>
</table>

The second caveat lies with content validity. Due to limited empirical enquiry, both the relevance and representativeness of implicit LA for language learning is in doubt. For relevance, one major measurement of implicit LA, the SRT, originates from psychology and detects domain-general cognitive abilities (see Kaufman et al., 2010). Measurements like Weather Prediction and TOL are also unrelated with language learning per se (see Buffington et al., 2021). For representativeness, the target domain, or the theoretical background of implicit LA is hard to discern since the measurements involve both domain-general (i.e., cross-disciplinary) and domain-specific (i.e., SLA) cognitive abilities (Li & DeKeyser, 2021), and implicit LA can be justified through several paradigms (e.g., Declarative/Procedural Model, see Ullman & Loverlett, 2018; Statistic Learning, see Christiansen, 2019). A possible solution is to address the linkage between the domain-general cognitive abilities and language learning. For example, patterns and regularities not only occur in the daily routine, but also serve as typical phenomena in natural languages comprising sounds and lexis (Ellis, 2005). Skehan (2022) also noted that non-linguistic measurements are inseparable for future LA batteries. Therefore, to better validate implicit LA measurements, human cognition in general should be taken into account.

The third caveat concerns the convergent and divergent validity. The divergence of implicit LA from explicit LA has been largely confirmed by quantitative methods like factor analysis and structure equation modeling (e.g., Granena, 2019; Li & Qian, 2021), yet there is only scant evidence for the convergent validity of implicit LA measurements, which means that they are not only weakly correlated with explicit LA, but also distinct from each other. For instance, a
negligible correlation was exhibited between SRT and LLAMA_D ($r = .06$) (see Li & Qian, 2021), and SRT was also found to load on a different factor from measurements of procedural memory (e.g., Tower of London) although both are purported to measure implicit LA (Godfroid & Kim, 2021).

Suggestions for examining the convergent and divergent validity in implicit LA are presented twofold. First, although this construct seems to lack convergence, the number of relevant studies that focus exclusively on implicit LA is also scarce, which may not suffice for a final judgement, especially for the relation between SRT and LLAMA_D. Therefore, more studies are needed for further clarification. Second, the lack of convergent validity can be attributed to the fact that some measurements are not fully “implicit”. For instance, deterministic SRT is more likely to arouse conscious learning of patterns compared with probabilistic SRT and ASRT (Howard & Howard, 1997; Kaufman et al., 2010), and further amendments would also apply to LLAMA_D to highlight its role in implicit memory (Suzuki, 2021; Perruchet, 2021).

The fourth caveat lies in predictive validity. Due to a relatively haphazard choice of predictor and criterion variables, the predictive power of implicit LA as a whole remains unclear, and current research is too limited to support an exclusive research synthesis or meta analysis (for explicit LA, see Li, 2016). However, it has been largely shown that the two “default” (Li & Qian, 2021) measurements of implicit LA, SRT and LLAMA_D, show a certain degree of prediction. Kaufman et al. (2010) determined that implicit learning measured by probabilistic SRT can predict French and German course grade ($r = .27$ and .29 respectively, outperforming general intelligence). Using Hi-Lab, Linck et al. (2013) stated that SRT is a robust predictor of participants’ listening and reading skills (estimated coefficient $\beta = 0.46$ for either skill in full-model analysis). LLAMA_D has been found to correlate significantly, albeit weakly, with lexical complexity in speaking ($r = .17$; Granena, 2019). In Saito et al.’s (2019) study, LLAMA_D turned out to be the most striking predictor of speech proficiency ($r = .44$) for late L2 learners. Considering the potential improvement of LLAMA_D, the further increment of its predictive power, especially in terms of speech proficiency (Suzuki, 2021), might be anticipated.

All of the aforementioned caveats could result in the inconsistency between the construct and the measurements of implicit LA. Specifically, the lack of reliability and convergent validity may cause serious harm to the aptitude battery in that the results fail to explain anything, or at least prevent the tasks from measuring what they are intended to measure. To address the tension, it is necessary to confirm the components of implicit LA, and categorize the measurements accordingly. Besides, the modifications of LLAMA_D (see the previous section) imply that some current measurements of implicit LA could also be improved to induce incidental learning to the fullest extent possible.
Conclusion
To sum up, we have probed into fundamental concepts and controversies of implicit LA. We noted that the construct of implicit LA has not been clarified, but implicit learning and implicit memory ability might be two promising components. The measurements, regardless of various paradigms from which they are drawn, would more often than not shed light on unconscious learning (input) from the learners’ surroundings, unconscious retrieval from learners’ memory, or both. Based on the caveats of validating and using implicit LA measurements, we noted the gap between the LA construct and the measuring instruments that would impair the application of the aptitude batteries. However, by clarifying the components and revising the testing measurements, implicit LA might greatly enhance the scope of LA.
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